
 

Intro to RLTMDPs

shuldbeotonight.it
Haifeng is around

What is a finite horizon

episodic

Markov Decision Process

H roughly contextual bandit



What is such an MDP H horizon

5 set of states ACS set of
probability

A set of actions distributions

overs

Time
steps h l to H

Ph S A Δ s

Rn S A AIR

d EΔ S distribution over initial States



How do we play a single episode oftheMDP

User Selects a policy

T The FH

x ̅ S ACA
h

from 1 to H
Then Sind

an In Sa

weselaai.IT foneottobserve r R 51 91 rn Rulsman

Snr Pulsman



H

Total reward in one episode is Ern
his

Play episodes t 1 T

For t l to 78
User selects apolicy It bandoff pastexperience
Play policy It in theMDP

Gain reward put

episode

Total Reward 1Ér goal maximize this

Regret Our total reward E reward of
bestpolicy



What is the best

f x E reward under policy T.IE yrnin one episode

S d

for he tolt
an Th Sh
rn Rn Sn an
Snt Pn Sn an

argmax f xx ̅
onlineRh

Remarks Getting o T regret

C
Finding a nearlyoptional policy

PAC RL



Next Bellman equations Dynamic Programming
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